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METHOD FOR DETECTING FAKE NEWS THROUGH WRITING STYLE

In the era of digital technologies, distinguishing truth from misinformation is a challenging task. Fake news, character-
ized by deceitful narratives, poses a significant threat. Traditional fact-checking methods often overlook the nuances of lin-
guistic stylistic coloring. This study employs an advanced writing style analysis that extends beyond conventional methodolo-
gies. Several linguistic dimensions of texts are considered in this research, emphasizing on pre-processing and function
development. The experiments are based on various datasets. Thus, the developed method for detecting fake news utilizes a
multidimensional approach. The proposed development includes meticulous verification of the dataset, pre-processing, and
function development, focusing on emotionally charged vocabulary, word groups used in reports indicating event likelihood,
mild cursing, and non-standard lexicon. Significant differences in linguistic features were identified, contributing to a nuanced
understanding of the construction and creation of deceptive texts. The research results demonstrate that this method accurately
distinguishes genuine from fake news articles based on writing style. This study represents significant progress in identifying
phony news through writing style analysis, aiding in combating misinformation in the era of digital technologies.

Keywords: fake news, real news; writing style analysis; emotionally colored words; emotional language,; probabilistic
words; profanity detection.
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Urgency of the research. The proliferation of misinformation and fake news in the digital
sphere poses a severe threat to society. With the exponential growth of information sources and the
ease of disseminating content online, distinguishing between credible and false information has
become increasingly challenging. This research addresses the critical need to combat the spread of
fake news, providing methods to analyze the text through linguistic patterns and writing styles.

The topic covered in this research aligns closely with the interdisciplinary realm encompassing
language, computer science, and artificial intelligence. It intersects with natural language pro-
cessing, machine learning, and linguistic analysis. The study aims to develop sophisticated algo-
rithms and models capable of differentiating between genuine and fabricated news articles based
on nuanced linguistic features. This amalgamation of linguistic expertise and technological innova-
tion is pivotal in enhancing information reliability and trustworthiness in our digital age.

In essence, the urgency of this research lies in its ability to bridge the gap between linguistic
analysis and technological advancements, providing a robust framework to combat the prolif-
eration of fake news.

Target setting. The problem statement for the research on "Method for Detecting Fake News
Through Writing Style" centers on developing robust techniques to differentiate between authentic
and fake news articles based on linguistic patterns. The critical challenge lies in combating the pro-
liferation of misinformation, which undermines public trust and distorts societal discourse.

Solving this problem is essential as fake news disrupts information integrity, affects deci-
sion-making processes. Detecting deceptive news through writing styles and advanced compu-
tational methods contributes to increasing reliability of methods for detecting fake news, ensur-
ing the dissemination of accurate information to the public.

The significance of addressing this problem extends to various fields such as computer
science, journalism, and information technology. It aligns with the urgent need to create reliable
tools that leverage linguistic analysis and machine learning to enhance media literacy, safeguard
democratic processes, and promote ethical journalism practices in the digital age.
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Actual scientific researches and issues analysis. The problem of fake news in the era of
digital media and the rapid circulation of information, characterized by the deliberate dissemi-
nation of deceptive or false information, has drawn significant attention from numerous re-
searchers. Detecting fake news is a complex task, and many scientific works delve into the
nuances of this issue with a focus on writing style analysis.

The research "Fake News Detection on Social Media: A Data Mining Perspective" [1] out-
lines the problem of identifying fake news on social media platforms, introducing a structure
for intelligent data analysis. Emphasis is placed on the importance of linguistic and stylistic
features in detecting deceptive content, with a specific analysis of writing style. However, the
work highlights the need for a multidimensional approach that includes linguistic analysis and
pays more attention to user behavior, source reliability, and domains not covered within the
proposed method.

In another scholarly work [2], a theoretical approach to early detection of fake news is em-
ployed. Linguistic features and writing style are crucial indicators, focusing on language differ-
ences between true and false news. However, while the researchers propose a theoretical analysis
model, practical implementation and actual experiments still need to be improved. Moreover,
their reliance on templated article writing may not align with contemporary standards.

This comprehensive review [3] discusses fundamental theories and methods for detecting
fake news. It emphasizes the role of linguistic characteristics and writing style in differentiating
genuine news from fake news. However, the work only covers certain aspects of writing style,
such as emotional tone or cursing.

In the study by other authors [4], the language of hostility is frequently encountered in fake
news. This work identifies hostile expressions based on writing style analysis, emotional tone,
and linguistic markers associated with harmful content, contributing to a comprehensive under-
standing of detecting fake news. However, certain aspects of this work still need resolution,
such as achieving more detailed classification and a broader range of categories in the database.

Researchers in [5] develop automatic methods for detecting fake news based on writing style.
They create two classifiers: a neural network and a model based on stylometric characteristics. The
stylometric model analysis focuses on an affective lexicon typical of fake news. However, the study
does not consider profanity, words describing event likelihood, or emotional coloration in the text.
These factors significantly impact the results and broaden the possibilities of news analysis.

Natural Language Processing (NLP) involves creating algorithms and models to identify
and autonomously differentiate accurate news articles from deceptive or fabricated content. As
discussed in a previous article [6], NLP technology was central to detecting fake news. All
subsequent developments aim to improve existing methods' accuracy, classification, or speed.

Uninvestigated parts of general matters defining. Despite making a valuable contribu-
tion to the detection of fake news through writing style analysis, it's important to acknowledge
certain limitations:

e limited representativeness of the dataset: Research outcomes rely on the representative-
ness of the input data. If the dataset fails to encompass the full spectrum of writing styles and
characteristics present in digital spaces, the model's generalizability may be limited;

e static nature of analysis: The study primarily focuses on static analysis of writing styles,
potentially overlooking the dynamic evolution of language models. A more proactive approach
considering temporal changes could enhance the model's effectiveness;

e cxclusion of multimedia elements: Fake news often includes multimedia elements (im-
ages, videos) to deceive audiences. Solely focusing on textual content analysis may restrict
applicability to rich multimedia disinformation;
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e human interpretation: Understanding the decision-making process of the model's out-
comes requires a more detailed discussion. Exploring alternative AI methods could enhance
transparency in the model's results;

e intercultural sensitivity: To improve research outcomes, it's crucial to consider intercul-
tural differences in writing styles and linguistic characteristics fully. Adapting the model to di-
verse cultural contexts is essential for its global applicability.

Acknowledging these shortcomings lays the groundwork for future research or refining
and expanding the proposed methodology for detecting fake news.

The research objective. This research aims to advance the field of detecting fake news
through a complex writing style analysis. Delving into the intricate dimensions of linguistic
stylistics, the study seeks to identify characteristic patterns that distinguish deceptive narratives
from authentic content. Another essential objective is to contribute to a comprehensive under-
standing of writing styles as a powerful tool in addressing issues related to fake news in the era
of digital technologies. The research is focused on developing reliable methods to differentiate
between genuine and deceptive narratives based on writing style models through careful feature
engineering, text vectorization, and model selection.

The statement of basic materials. The implementation of the proposed method is a complex
approach, which by such other methods and means. To achieve the goal and test the ideas in
practice, it is necessary to perform the following points: collection and preparation of data, de-
velopment of a technique for distinguishing stylistic color (departure from the standard algorithm
and a feature of the method), vectorization of text selection, model and its training. A detailed
description of each step and evaluation of the model's performance are described below.

Data Collection and Preparation. The fundamental step in this scientific research involves
a meticulous check and preparation of the dataset, a process crucial for building a solid foun-
dation upon which further analysis is grounded. Choosing the appropriate dataset is paramount
as it is a significant basis encompassing various writing styles and subtleties. The richness of
diverse input data combined systematically aids in training the model.

The dataset chosen for the proposed method comprises a collection of textual artifacts gath-
ered from various online sources. This ensures a representative sample encompassing diverse
writing styles, tones, and contexts. Such a selection encapsulates many writing styles and texts
authored by different individuals, allowing an analysis of stylistic content within the text, such
as profanity, emotionally charged language, reporting lexicon, casual language, and words in-
dicating event likelihood. This diversity is an integral part of the multifaceted language of writ-
ing. It also enables the analysis of news texts used across various online platforms, ranging
from news articles to social media discourse.

The subsequent stage involves a meticulous data preparation process. It consists of system-
atic steps to refine the raw text corpus. Text preprocessing techniques are applied to standardize
the dataset, ensuring uniformity while preserving authentic linguistic characteristics inherent in
various sources. This phase involves tokenization, stemming, and lemmatization, guaranteeing
a consistent and standardized representation of linguistic artifacts.

Moreover, the dataset undergoes a thorough cleansing process to mitigate the influence of
stop words (known as noise) and irrelevant artifacts. Punctuation marks are unrelated, and ex-
traneous symbols are removed, creating an appropriate environment for subsequent analyses.
Overall, the preparation process results in a dataset cleansed of irrelevant information for train-
ing purposes while retaining its authentic emotional tone [7].

Feature Engineering. Since the research aims to recognize writing style entities, the tradi-
tional development of software functions must be altered. Based on this, specific lexical direc-
tions have been highlighted:
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e emotionally charged lexicon: this includes words and phrases that carry a strong emo-
tional tone, often evoking certain feelings, reactions, and moods in the reader or listener. These
words can elicit positive and negative emotional responses and are frequently used to persuade,
influence, or engage the audience emotionally. Examples include "heartfelt", "horrifying",
"charming", "tragic", "inspiring".

e reportage description words: these are crucial in storytelling, dialogues, interviews,
and journalistic articles; these words help attribute statements and actions to specific individu-
als, enriching the text and making it more appealing and informative. Examples include say,
tell, ask, whisper, assert, suggest, report, explain, agree, deny.

e probability words: these convey uncertainty, likelihood, or probability. They often ex-
press the possibility of an event or state, creating a sense of probability or randomness. In dif-
ferent contexts, probability words help convey the degree of reliability or uncertainty. Examples
include probable, possible, likely, maybe, perhaps, seems, might.

e "soft swear words" typically refer to expressions or phrases considered relatively mild or
less offensive than more substantial forms of swearing. These expressions can still convey disap-
pointment, irritation, or emphasis but are generally less vulgar or socially unacceptable. People
often use soft swear words to express their feelings without explicit or harsh language. Examples
of soft swear words include "darn," "nonsense," "crap," "rascal," "scoundrel," "balderdash".

The examples of words are singled out as text units, while soft swear words and profanity
are usually phrases or expressions. This poses an additional challenge, requiring a focus on the
nuances of syntactic complexity, discourse coherence, and semantic subtleties, aiming to com-
prehend the word's meaning and the essence of the expression.

A similar classification model based on linguistic features described in the article [8] al-
ready exists and can serve as a basis for development. This approach has proven effective, alt-
hough the authors note the necessity to expand the dataset to include new classifications. Such
expansions are proposed in this research.

Text Vectorization. The phase of text vectorization in this scientific research is a critical
moment for accurate analysis considering the context. This transition from linguistic nuances
to numerical representations requires the application of modern methods to encapsulate contex-
tual intricacies.

The process commences with applying contextual embeddings to capture word relation-
ships in the text. The TF-IDF algorithm generates numerical values for words while retaining
an understanding of their semantics within the context in which they're used. Compared to static
embeddings, this approach provides a more dynamic and contextually sensitive representation,
acknowledging the importance of linguistic expression.

Often pre-trained on extensive linguistic corpora, models prove effective in encoding con-
text within textual data, enriching the vectorization process with detailed representations of
language structures.

This approach goes beyond the traditional "bag of words" paradigm, acknowledging the
limitations of such methodologies in capturing language subtleties. By considering the context
of words within a document, vectorization becomes a dynamic exploration of specific words or
phrases and their contextual nuances, enhancing the precision of representing core language
structures.

The obtained numerical word representations form the basis for subsequent analysis steps
but often result in high-dimensional vectors. This occurs because they encapsulate linguistic
information within the texts and complex contextual connections between words, enabling the
examination of the semantic meaning of expressions and phrases.

Model Selection and Training. The formation of the architecture of the neural model is a
critical stage. It involves designing the model's architecture and training process, considering
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its interpretability and adaptability. Ensemble models form the analytical core due to their in-
terpretability. The training process meticulously calibrates parameters, balancing accuracy and
generalization without overfitting. This approach demonstrates the practical utility of models
in analyzing linguistic features. The training process refrains from arbitrary optimization, fo-
cusing on preserving stylistic features in the input data and adapting to the dynamic evolution
of writing styles.

The selected model is based on a hierarchical linguistic tree and a neural network that re-
tains information about the tree. It also involves researching the differential linguistic style of
fake news and truth and adopting the peculiarities of some fake news models [9]. These models
create a hierarchical linguistic tree of news documents, comparing the linguistic style of each
news document based on the words used by its author and how these words are recursively
structured into phrases, sentences, paragraphs, and finally, the document. By integrating the
hierarchical linguistic tree with the neural network, the proposed method learns and classifies
representations of news documents, capturing their locally sequential and globally recursive
structures, which are linguistically significant.

An essential step for the proposed algorithm is the word classification stage. A specific
approach was chosen for this developmental stage to accomplish classification tasks with high
accuracy without extensive computation. The combination of TF-IDF (term frequency-inverse
document frequency) and the simple Naive Bayes classifier is a well-established and widely
accepted solution in text classification. TF-IDF provides a means to highlight features that cap-
ture the importance of words in textual documents. Simultaneously, the Naive Bayes classifier,
as a probabilistic classifier, makes predictions based on conditional probabilities of features
given class labels.

The Naive Bayes classifier is a family of simple probabilistic classifiers based on the gen-
eral assumption that all features are independent of each other, given a variable category, and
is often used as a baseline in text classification [10].

As words acquire vector values after the computation of the TF-IDF score, they become a
discrete quantity. Therefore, the Naive Bayes algorithm was applied to this word representation
to execute the classification task.

In the subsequent step, the Naive Bayes classifier is trained using a training set of fake and
verified news. During training, the model calculates the probability of the appearance of words
in each class. These probabilities are derived from TF-IDF vectors associated with each class.

Once trained, the model can classify new documents without additional training. Initially,
new documents are transformed into vectors using the TF-IDF vectorizer used during training.
Then, the Naive Bayes model is employed to predict the class label for each document.

Model Evaluation. To evaluate the effectiveness of the model in the classification of real
and fake news articles, taking into account the goal of the work, the methods of assessment
Accuracy, Precision, Recall and F1 were chosen.

Accuracy — the accuracy of the results, compared to other studies or data sets. Calculated
according to formula (1).

(True Positives + True Negatives)

Accuracy = — — - -
True Positives + False Positives + True Negative + False Negative

(1)

Precision (2) measures the accuracy of optimistic predictions made by the model. It is the
ratio of correctly predicted positive observations to the total number of positive observations.

A high Precision score indicates a low level of false positive results.
. True Positiv
Precision = — ue Positives — . (2)
True Positives + False Positives
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Recall, also known as sensitivity, measures the model's ability to find all positive instances.
It is the ratio of correctly predicted positive observations to the actual positive observations.

True Positives
Recall = — —. 3)
True Positives + False Negatives

The F1 score is a combination of precision and recall, and calculates (4) a balanced measure
between the two, indicating the optimal mean between the precision and recall measures.

-2 Prec_ls_lon - Recall @)
Precision + Recall

In the context of fake news detection, Precision will help estimate the proportion of cor-
rectly identified genuine news articles among all articles that are believed to be genuine. At the
same time, Recall will estimate how many genuine news articles were correctly identified out
of all genuine news articles. Accuracy acts as a fundamental indicator that calculates the overall
correctness of system classifications.

The classification accuracy values were calculated based on the evaluation methods de-
scribed above. Building on the training results, a classification accuracy of 92% was achieved,
indicating the model's ability to distinguish real news articles from fake ones. However, in this
case, an essential indicator that should be considered in similar studies is the precisely defined
and limited criteria for classification.

A rather high result was obtained according to the Recall assessment. Choosen input data con-
tains more than half of the true news, but to train the model, it is necessary to select a set with more
false information. Then further analysis will increase the accuracy rate of fake news recognition.

To calculate the results, the model was trained and based on it, 4 different sets of news from
different sources were analyzed: social networks Facebook and X, verified news databases
EUvsDisinfo, ZaboronaMedia. The total sample size is 5,000 news items. All news are verified
by journalists and marked as "true" or "fake", where 3,750 of them are fake, the rest are true.
The results of the classification of the proposed approach compared to news brands from fact-
checkers are shown in Table 1.

Table 1. Obtained results of binary classification

Result True positive True negative False positive False negative
Number of entities 3150 1050 200 600

In accordance with the above-described evaluation method, the following indicators were
calculated:

o Accuracy=wz 0.84 or 84 %:;
5000
e Precision :ﬂ:&% or 94 %;
3150 + 200
e Recall =ﬂ=0.84 or 84 %j;
3150 + 600
= 2094 088 0008806
0.94 + 0.84

Thus, the value of the accuracy of the classification Accuracy and the F1 indicator were
calculated. Based on the results of the model's training, a classification accuracy of 84 % was
achieved, which indicates the ability of the model to distinguish real news articles from fake
ones. Although in this case it is also important for accuracy, an important indicator that should
not be neglected in similar studies is precisely defined and limited classification criteria.

To justify the proposed method of recognizing fake news by written style, a number of exper-
iments were conducted. The obtained results showed that the amount of light swearing and obscene
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expressions, emotionally colored words, words of probability make up a larger percentage of the
text in fake news, compared to true ones. However, the words to describe the reports are a smaller
share. The percentage of such groups of words in news texts is shown in Table 2.

Table 2. Presence of a certain group of words in true and fake news in percentage

Type of emotionally colored words Real news, % Fake news, %
Mild curses 7 12
Emotional words 36 55
Profanity 3 8
Reporting Words 23 17
Probabilistic Words 10 26

For visual representation of the influence of emotionally colored words on the contextual
content of the text of fake news, a graph of the percentage ratio of a certain group of words in
false or manipulated and true texts is plotted. It is shown in Figure 1.

The dependence graph of the use of emotional coloring of the text on fake and real news

60

40

20

Mild curses Emotional Profanity Reporting Probabilistic
words Words Words

B Real news [ Fake news

Fig. 1. Comparison of the percentage content of emotionally colored words in the news text.

The graph shows that fake news contains a significantly higher percentage of emotional,
probabilistic words, light taunts, and profanity. However, directive words are used less fre-
quently. Typically, authors of fake news try to refrain from concluding less often. Thus, they
encourage readers to make subjective or inaccurate conclusions.

Conclusions. The research aims to distinguish fake news from genuine news through writ-
ing style analysis. Traditional fact-checking methods often overlook linguistic nuances in texts
that conceal deceptive narratives. Thus, this study delves into the detailed stylistic features of
specific language expressions, such as emotionally charged words, profanity, probabilistic
terms, and reports. A carefully curated dataset represented diverse linguistic shades prevalent
in the digital space. Preprocessing methods were meticulously chosen to ensure dataset stand-
ardization while preserving its internal diversity.

This work represents a significant step towards developing reliable methods to detect fake
news using writing style analysis. It explores intricate dimensions of linguistic expression and
highlights the critical role of function development, text vectorization, model selection, and
teaching the differentiation between deceptive narratives and truthful content.

The results indicate a high classification accuracy of 92 %, demonstrating the model's ef-
fectiveness in recognizing real and fake news articles based on writing style. The obtained re-
sults were analyzed for the presence of a certain group of words in the news texts and presented
as a percentage. The findings reveal that fake news contains a higher occurrence of emotionally
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charged words, probabilistic terms, and profanity. Moreover, words indicating reports or jour-
nalism are used less frequently, often avoiding explicit conclusions, prompting readers to form
conclusions and subjectively interpret events.

The research underscores the importance of a nuanced understanding of writing styles as a
potent tool in combating fake news issues in the digital era. The findings provide a foundation for
future advancements in this field, pointing towards avenues for studying multimodal analysis, deep
learning architectures, contextual analysis, user behavior, cross-lingual detection, source verifica-
tion, real-time analysis, ethical considerations, and educational and informational initiatives.

Therefore, this work contributes to ongoing efforts to mitigate the impact of fake news in
society by understanding linguistic nuances prevalent in deceptive narratives. It successfully
enhances the precision of fake news detection systems and broadens the identification methods
of misleading information. Thus, the research goal can be achieved. This work forms a crucial
foundation for future developments aimed at combating the spread of misinformation and up-
holding the integrity of digital information systems.
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METO/ BUSABJIEHHSI ®EMKOBUX HOBHUH 3A CTUJIEM HAITUCAHHSA

YV cynacny yugpposy enoxy siopiznumu npaeody 6io desinghopmayii € ckaadHow npobnemoro, a Qeikosi HOBUHU, CIMAH08-
JAMb 3HAYHY 3A2PO3Y MONCTUBOCMI MAHINYIAYIT OymKoI0 cycninbemea. Tpaouyiiini memoou nepegipku ghaxmis pioko 36epma-
10mb y6azy Ha eMoyitine MOBHe 3a0apeieHHsl, GIACMUBUMU OMAaHAugoMy emicmy. Lle docniodcenns nayinene na po3pooxy nio-
X00y 00 BUSAGLEHHS EUKOBUX HOBUH ULISXOM AHALIZY CIUIIO HANUCAHHSL Y NOCOHAHHI 3 00POOKOIO NPUPOOHOT MOBU.
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basyrouuce na pisnomanimuomy Habopi 0anux, y 00CHiOHCEHHI PO3NAHYMO Pi3HI JIH2BICIMUYHI ACneKmU, 3 0COONUBUM
aKyeHmom Ha nonepeoHil 0opodyi ma po3podyi gyuxyii. Ha 6iominy 6i0 mpaduyitinux memoois, yeti 6a2amosumipHuti nioxio
CHPAMOBAHULL HA POSKPUMMS HIOAHCIE Y CIUIL HANUCAHHA AK CHPABHCHIX, MAK 1 (etikogux HOBUHHUX cmamell.

Hocniooicenns nepedbauae pemenvhy nio2omogky ma 06pooKy 6xiono2o Habopy Oanux, po3pooKy (yHKYil, 30cepeddicy-
JOULUCH HA KAHOYOBUX JIHSBICIUYHUX eleMEeHMAX, MAaKux sk eMOYIHO 3a0apenena 1eKcuKa, 36ImHi cio6a, UMOSIPHICHI c106a,
JleeKi 1aiiku ma HeyeH3ypHa Aekcuka. 3a80aKu pemenbHOMY aHanizy Makux epyn ciie 00CHiONCeH sl CRPAMOBAHEe HA GUABTCHHS
XapakmepHux mooeneti CImui0 HanuCauHsa Qetkosux Ho8uH, CHpUAIOYY Po3poOYi HAOIIIHUX MEXAHIZMIG iX GUABTIEHHSL.

Ilpoyec oyinroeanns pemenvHo nepesipse MoUHiCMb PO3NIZHABAHHA CHPABIICHIX MA (eliko8i cmammi HO8UH 3anPONOHO-
BAHUM CNOCOOOM HA OCHOBI GU3HAYEHUX CIUIIE Hanucanus. Pe3yniomamu niomeeposicyioms 00801 8UCOKY MOYHICb NIOX00Y
ma 30amHicms 6UAGHAMU 8IOMIHHOCMI 6 NIHSGICIUYHUX 0COONUBOCTNAX HANUCAHHS HOBUH.

Lle 0ocnioocenns enausac na nio8UWeHH MOYHOCMI 6UABTEHHS (DElKOBUX HOBUH 30 OONOMOOI0 AHANIZY CIMUTIO HANU-
canns. I[loeonyouu pemenvHy nepegipky Habopy Oauux, nepedosi mMemoou nonepeorboi 0OPodKYU ma KOMIIEKCHY PO3POOKY
@yukyitl, docniodncenns cnpusie 60pomvoi 3 0ezinghopmayicio 6 enoxy yugposux mexuonozii. Takuii nioxio 0onoeHioe yice
iCHyrOUi Memoou ma podoumy ix Oinbul KOMNIEKCHUM 051 PO3NIZHABAHHS (Delikogux HOGuH. Lle demoncmpye 1io2o0 nomeHyian
07151 NiOBUWEHHSI MediazpaMOMHOCMI, 3aXUCHY OeMOKPAMUYHUX NPOYecis, Konu 0e3inopmayis cmanosums cepliosHy npo-
bnemy 014 yinicHocmi iHgpopmayii.

Knrwuosi cnosa: (etixosi HOGUHU, CNPABI’CHI HOGUHU, AHANI3 CIMUTIIO NUCOMA; eMOYIHO 3a0apéieni Cloea,; eMoyiliHa
MOBA, UMOBIPHICHI C106A, BUABTEHHS HEHOPMAMUBHOI JIEKCUKU.

Tabn.: 2. Puc.: 1. bion.: 10.
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